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Abstract. In this paper, we analyze the IPv6 handover over wireless LANs. Mobile IPv6 is designed to manage mobile nodes movements
between wireless IPv6 networks. Nevertheless, a mobile node cannot receive IP packets on its new point of attachment until the handover
completes. Therefore, a number of extensions to Mobile IPv6 have been proposed to reduce the handover latency and the number of lost
packets. We focus on Fast Mobile IPv6 which is an extension of Mobile IPv6 that allows the use of L2 triggers to anticipate the handover.
We compare the handover latency in four specific cases: basic Mobile IPv6, the forwarding method of Mobile IPv6, the Anticipated method,
and the Tunnel-Based Handover. The results of the handover latency are calculated with the L2 properties of IEEE 802.11b. In particular,
we take into account the L2 handover for different configurations of the wireless network.
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1. Introduction

Mobile IPv6 [5] is designed to manage mobile nodes move-
ments between wireless IPv6 networks. The protocol pro-
vides an unbroken connectivity to IPv6 mobile nodes when
they move from one wireless point of attachment to another
in a different subnet. Mobile IPv6 (MIPv6) set up a mes-
sages exchange to notify the correspondent(s) of a mobile
node about its new localization by a binding between the mo-
bile node addresses.

Nevertheless, the mobile node cannot receive IP packets on
its new point of attachment until the handover finishes. This
time includes the new prefix discovery on the new subnet,
the new Care-of establishment, and the time needed to notify
the correspondents and the home agent about the new local-
ization of the mobile node. This time is called the handover
latency.

Actually, the handover latency can be too long regarding
real time multimedia applications. In most cases, the impact
of the handover latency strongly degrades the IP stream of the
mobile node. Therefore, there are many extensions to MIPv6
and new protocols proposed to improve the IP connectivity
of mobile nodes. The aim of these proposals is to reduce the
latency and the number of packets lost due to the handover
between one point of attachment to another [2] and to reduce
the signaling load on the MIPv6 home agent and on the cor-
respondent nodes [9,10]. In this article, we focus on one of
them called Fast Mobile IPv6 [2].

Fast Mobile IPv6 (FMIPv6) allows the mobile nodes to
create a new valid Care of address before the movement to the
new wireless acess point. If the protocol successfully com-
pletes, the layer 3 (L3) handover latency only becomes the
layer 2 (L2) handover latency.

The aims of this paper is to compare the time needed by
these two protocols to move the flow of a mobile node from
one access network to another. We are going to consider many

cases per protocol to have a good overview of these solutions
and to find out which cases still introduce problems. Our
measurements are based on wireless IEEE 802.11b LAN. We
first tested the IEEE 802.11b in order to evaluate the useful
throughput offered and to estimate the L2 handover latency.
Then we used these results to calculate in a theoretical manner
the handover latency involved in MIPv6 and FMIPv6.

In section 2 we present MIPv6 [5] and its extension
FMIPv6 [2]. Then, in the following section, we expose the
IEEE 802.11b and the tests we made. In the next section,
these tests will be useful to evaluate the handover latency in
MIPv6 and FMIPv6 in different cases. Finally, we give some
concluding remarks in the last section.

2. Mobile IPv6 and Fast Mobile IPv6

In this section, we remind the handover procedure as it is de-
fined in MIPv6 and in FMIPv6. We consider that most of the
terms in [7] are assimilated. When a mobile node performs
a handover, we call the current access router (AR) the “old
AR” and we call the AR where the mobile node is going to
the “new AR”.

2.1. Mobile IPv6

Mobile IPv6 [5] is designed to manage mobile nodes move-
ments between wireless IPv6 networks. A mobile node has
a home address in its home network. When it remains in its
home network, it communicates with this home address like
another IPv6 node with its correspondents. When the mobile
node moves to a new point of attachment in another subnet,
packets sent by its correspondent(s) will continue to reach its
home network. Moreover, it cannot use its home address any
more to send packets in the new subnet. Therefore it needs
to acquire a new valid Care-of address in the visiting subnet.
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Then, it informs its home agent and its correspondent(s) about
the binding between its home address and its new Care-of ad-
dress. On the other hand, the home address always identifies
the communication, even if the mobile node is in a visited
network.

2.1.1. The handover procedure
A mobile node detects that it has moved to a new subnet by
analysing the Router Advertisement sent by the AR [8]. In-
deed, the AR periodically sends Router Advertisement every
0.05 to 1.5 s [5]. The mobile node can detect the change of
AR by the prefix contained in the Router Advertisement or if
it does not receive a Router Advertisement at the frequency
indicated in the Router Advertisement (Advertisement Inter-
val Option [5]) sent by the old AR. In the last case, the mo-
bile node should request a Router Advertisement by sending a
Router Sollicitation. This accelerates the new Care-of address
establishment since the mobile node does not have to wait for
the new Router Advertisement.

Next, the mobile node needs to create a new Care-of ad-
dress. As it is specified in IPv6 [5], the mobile node first
needs to verify the uniqueness of its link-local address on the
new link. The mobile node performs Duplication Address
Detection (DAD) on its link-local address. Then, it may use
either stateless [11] or stateful [1] Address Autoconfiguration
to form its new Care-of address. Once it forms its new Care-
of address, it may perform an DAD on it. However, an DAD
takes quite a long time with respect to the handover latency.
Actually, to perform DAD the mobile node should send one or
several Neighbor Solicitation to its new address and wait for
a response for at least one second. This implies an important
additional time on the handover latency. For this reason, the
mobile node should perform DAD in parallel with its commu-
nication, or should choose not to perform it.

Once the mobile node has a new valid Care-of address, it
must inform its home agent and its correspondent(s) about it.
The mobile node sends a Binding Update (BU) which indi-
cates the binding between its home address and its new Care-
of address. A Binding Update is a destination option in a IPv6
packet. The mobile node can request an acknowledgement by
setting a specific bit in its message (this bit must be set in the
Binding Update destinated to the Home Agent). The Home
Agent and maybe a correspondent replies with a Binding Ac-
knowledge to the mobile node. All the steps of this algorithm
is described in figure 1.

2.1.2. Handover enhancement
MIPv6 already provides some enhancements to the handover
procedure. In some cases, an access point can be attached to
several AR. A mobile node must choose one of them because
it can only have one default AR. But the mobile node can form
a Care-of address for its default router (the primary Care-of
Address) and other Care-of addresses based on the other AR.
Then, when its default AR becomes unreachable, the mobile
node can use a new default AR for which it already has a
Care-of address if it is possible.

Otherwise, the packets sent by the correspondent nodes are
lost until the Binding Update reaches them. To reduce the
number of packets lost during this time, the mobile node can
request the forwarding of packets from its old subnet to its
new AR. To do so, a Home Agent must be present on the
old link. The mobile node has to send a Binding Update to
a Home Agent on its old link with its old Care-of address in
the home address field and with its new Care-of address in
the Care-of address field. Then, the Home Agent on the old
link intercepts the packets intended to the mobile node and
forwards them to the current localization of the mobile node
(see figure 2).

Otherwise, some extensions to MIPv6 are proposed to
minimize the signalization load and to accelerate the time to
advertise the correspondents. One of them namely Hierarchi-
cal Mobile IPv6 [10] proposes this kind of enhancement by
allowing a mobile node to register locally. Once the mobile
node enters a new domain and advertises its Home Agent and
its correspondents, all further movements in the domain are
hidden from the rest of the Internet. Nevertheless, we do not
consider this solution in our measurements since the handover
latency is the same as MIPv6 apart from the time required by
the Binding Update to reach the correspondent nodes. On the
contrary, when a mobile node has many correspondents, in
MIPv6 the mobile node must send a Binding Update to each
of them while in Hierarchical MIPv6, the mobile node only
sends one BU to the Mobility Anchor Point of the domain.
Nonetheless, in our calculation we do not consider a mobile
node which has many correspondents. This can be the subject
of later studies.

2.2. Fast Mobile IPv6

Fast Mobile IPv6 aims to minimize the MIPv6 handover la-
tency [2]. It sets up services for the mobile node on the new
AR before the movement of the mobile node. These services
can be the new Care-of address establishment (“Anticipated
Handover”) or the setting up of a bidirectionnal tunnel be-
tween an anchor AR and the new AR (“Tunnel-Based Hand-
over”).

The services establishment on the new AR, before the mo-
bile node moves, implies an anticipation of the mobile node
movement. This anticipation is done by the L2 triggers [6].
A L2 trigger is an information based on the link layer proto-
col, below the IP protocol, in order to begin the L3 handover
before the L2 handover ends. It contains information on the
L2 connection and on the link layer identification of the dif-
ferent entities (the link layer address of the mobile node for
example). In the scope of this article, we distinguish three
trigger types according to the entity which receives the trig-
ger: the handover controller’s anticipation (the mobile node
for example), a source trigger (information collected by the
old AR) and a target trigger (information collected by the new
AR). Although these triggers depend on the underlying infor-
mation, they must be independent from the technology used.

However, the anticipation can be erroneous or imprecise
and precautions must be taken. One of them is that the mo-
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Figure 1. The L2 handover and the L3 handover.

Figure 2. Forwarding by a Home Agent on the old link.

bile node should not use its newly formed Care-of address
until it receives an acknowledgment for it [2]. Moreover, the

two methods in FMIPv6 allow to chain the AR to forward the
packets if the mobile node moves rapidly from several ARs.
However we do not consider this case in our evaluation be-
cause we calculate the handover latency for one movement.

The protocol describes a framework as well for the mobile-
controlled handover as for the network-controlled handover
with only a small difference in the messages order. In the
case of the network-controlled handover, a specific entity of
the network decides when the mobile node needs to move to
a new point of attachment. This entity can be the current AR
offering the connectivity to the mobile node or a dedicated
equipement in the subnet which manages the mobile node
movements. In the following subsection, we describe the two
methods defined in the protocol.

2.2.1. Anticipated Handover
The new AR has been found by anticipation as described
above. Two cases can be distinguished according to the entity
which control the handover. In the following, only the case
where the handover is accepted by the new AR is considered,
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and we admit that the new AR address is known by the old
AR. This is achieved by a beforehand exchange between the
neighboring AR.

FMIPv6 sets up the new Care-of address allocation be-
fore the mobile node moves to the new AR. According to the
handover control, the old AR sends a Proxy Router Adver-
tisement (step 2b in figure 3) which can be unsolicited or in
reply to a Router Solicitation for Proxy (step 2a) from a mo-
bile node. This Proxy Router Advertisement contains a new
Care-of address that the mobile node will be able to use at the
new AR. In the stateful address configuration [1], the old AR
must request the new Care-of address to the new AR. This is
done by a Handover Initiate (step 1a). The new AR replies
with a Handover Acknowledgement (step 1b) which contains
a new Care-of address for the new subnet. In this case, the
old AR sends the Proxy Router Advertisement after receiving
the Handover Acknowledgement. Moreover, the new AR reg-
isters the mobile node in its neighboring cache to defend the
new Care-of address.

Figure 3. Anticipated Handover Initiation.

Figure 4. Anticipated Handover Registration.

The transition to IPv6 allows some more flexibility in the
fast handover protocol: IPv6 allows stateless address config-
uration [11]. Therefore, the old AR can immediately send the
Proxy Router Advertisement (step 2b) to the mobile node with
a new Care-of address or a network prefix for the new subnet
without waiting for the Handover Acknowledgement. In the
mean time, as it sends the Proxy Router Advertisement, the
old AR sends a Handover Initiate (step 1a) to the new AR
in order to request the validation of the new Care-of address
(Duplication Address Detection) and to inform the new AR
about the arrival of the mobile node. The result of the vali-
dation of the new Care-of address is sent by the new AR in a
Handover Acknowledgement (step 1b).

In order to indicate its departure, the mobile node sends a
Fast-Binding Update (step 3 in figure 4) to the old AR just
before moving. This message triggers the packets forwarding
between the AR: upon the receipt of the Fast-Binding Up-
date, the old AR sets up a temporary tunnel towards the new
AR. Then, the old AR sends a Fast Binding Acknowledge-
ment (step 4) to both the mobile node old Care-of address and
through the tunnel made. The receipt of the Fast Binding Ac-
knowledgement points out the mobile node that it can use the
new Care-of address as the source address in its future pack-
ets.

When the mobile node establishes the connection with the
new AR, it immediately sends a Fast-Neighbor Advertisement
(step 5) if it does not receive the Fast-Binding Acknowledge-
ment to inform the new AR from its arrival. Otherwise, if the
mobile node still received the Fast-Binding Acknowledgement
in its old subnet, it only sends a Neighbor Advertisement. The
new AR checks in its neighboring cache if it has a mapping
for this mobile node. If the entry for the mobile node has not
expired, the new AR forwards the packets destinated to the
new Care-of address of the mobile node to it.

On the other hand, as soon as the mobile node receives an
acknowledgement for the new Care-of address, it registers it
with its home agent and its correspondents. To do so, it sends
a Binding Update (step 5), as required in MIPv6 [5].

Nevertheless, according to the mobility pattern and the
movement speed, a lot of cases can take place. For exam-
ple, the mobile node cannot always keep the connection with
the old AR during all the procedure; sometimes, the mobile
disconnects as soon as it receives the Proxy Router Advertise-
ment. In this case, it can send the Fast-Binding Update under
the new AR. Several special cases like this can occur and we
evaluate this protocol in most of them in 4th section.

2.2.2. Tunnel-Based Handover
The Tunnel-Based Handover is the establishment of a bi-
directional tunnel between the old and the new AR for the
mobile node. The mobile node attaches to a new AR, but it
only performs a L2 handover, i.e. the mobile node continues
to use its old Care-of address in the new network. Moreover,
the mobile node does not need to exchange any packet: only
the two AR communicate together in order to set up the bi-
directional tunnel from the L2 events.
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The two basic L2 triggers needed are the L2 handover start
and the L2 handover end. If the AR receives a source trigger
or a target trigger, the time to set up the bi-directional tunnel
is shorter because they know in advance that the mobile node
begins or ends a L2 handover.

First an AR (the old one or the new one) receives a L2
trigger (step 1 in figure 5) about the movement of the mobile
node. This trigger must contain the L2 address of the mobile
node and the IP address of the other AR. Then the receiving
AR sends a Handover Initiate (step 2) to request a tunnel be-
tween him and the other AR. This Handover Initiate contains
the L2 address of the mobile node and the lifetime of the tun-
nel. If it is the old AR which sends the Handover Initiate, it
must add the old Care-of address and the home address of the
mobile node.

At the reception of the Handover Initiate, the AR replies
with a Handover Acknowledgement (step 3 in figure 5). If this
message is sent by the old AR, it must include the old Care-of
address and the home address of the mobile node because the
new AR does not know this information in this instance. Fi-
nally, when the old AR detects that it lost its connection with
the mobile node (Link Down) (step 4), it begins the forward-
ing. On the other hand, when the new AR detects that it has a
connection with the mobile node (Link Up) (step 5), it begins
to forward the packets to the mobile node and forwards the
out coming packets.

2.3. IEEE 802.11b: practical analysis

The IEEE 802.11b [3], mainly developped in the USA, aims
to manage wireless communications. IEEE 802.11b is the
wireless equivalent of the well-known IEEE 802.3 [4] (i.e.
Ethernet). This is the most used protocol in Wireless LAN
and several products are already available. To ensure interop-
erability among different vendors products, the specification
defines a radio propagation model interface, an encoding and
modulation method, and a MAC layer.

Figure 5. Tunnel-Based Handover.

We mainly focus on IEEE 802.11b in order to have an
overview of the real mobile node possibilities over wireless
LAN. In particular, it is interesting to evaluate the delay re-
quired to move between access points (L2 handover), the of-
fered throughput with respect to the number of users and the
triggers really available. In subsection 2.3.1 we first outline
IEEE 802.11b: the topology, the medium access, the backoff
algorithm, and the roaming. Then we give the results of the
tests we made to evaluate the observed useful bandwidth per
user and the handover latency between two access points.

2.3.1. Overview of IEEE 802.11b
IEEE 802.11b enables two operational modes. The first one
is the ad hoc mode where there is no central point. The sta-
tions communicate directly if they can hear each other. The
second is the infrastructure mode, where all the communica-
tions occur via an access point. An access point is a dedi-
cated equipment which has at least one wireless interface and
one wired interface. It is a bridge between the wired network
and the wireless LAN. The communications occur within the
cover area of the access point. One or more mobile nodes con-
nected to an access point are called a BSS (Basic Service Set)
and several BSS connected together through an Ethernet link
under the same subnet are called an ESS (Extended Service
Set). The basic topology is illustrated in figure 6.

When several mobile nodes are connected to an access
point, they must share the channel access. IEEE 802.11b de-
fines two access methods: the basic protocol DCF (Distrib-
uted Coordination Function) which is a CSMA/CA MAC pro-
tocol, and PCF (Point Coordination Function) where a point
coordinator determines which mobile node is given the right
to transmit.

The DCF protocol defines two methods. The first is a basic
access mechanism where the destination node immediately
replies with a positive acknowledgement upon a successful
packet reception (see figure 7). When a mobile node wants to
transmit, it senses the channel to determine whether another
mobile node is transmitting. If the channel is idle, the mobile
node waits for a Distributed InterFrame Space (DIFS) and be-

Figure 6. IEEE 802.11b topology.
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Figure 7. Basic mechanism in DCF.

gins its transmission. Upon the reception of the frame, the
destination node waits for a Short InterFrame Space (SIFS)
before sending the ACK. The acknowledgement is necessary
to inform the transmitting node that the transmission was suc-
cessful because a mobile node cannot listen to its own trans-
mission on the radio interface.

Otherwise, if the channel is busy when the mobile node
senses the channel, it must defer its transmission (the line
“other” in figure 7). Then the mobile node performs a backoff
algorithm to determine the time to wait before it can resume
channel sensing. The backoff algorithm consists in choosing
a random number called the backoff timer within an inter-
val that increases with the number of collisions. The mobile
node only decreases the backoff timer when the channel is
idle. When the backoff timer reaches zero, the mobile node
can sense the channel to transmit.

The second mechanism of the DCF protocol is the
RTS/CTS (Request To Send/Clear To Send) system. In this
mechanism, before transmitting a packet, a mobile node ex-
changes RTS/CTS frames with the destination to reserve the
channel. To do so, the transmitting node sends a RTS to the
destination node to notify all the nodes in the BSS about the
transmission. The destination node replies with a CTS to ac-
knowledge the transmission. If a collision occurs, the trans-
mitting node performs the backoff algorithm. This mecha-
nism allows a transmitting node to detect a collision faster
than with the basic access mechanism. The RTS/CTS are
indeed short frames when compared to the data frames, and
the collision only occurs on the RTS/CTS frames. Therefore
the collision detection is faster. However, without collision,
this mechanism delays data transmission since it requires the
transmission of two additional frames with respect to the ba-
sic mechanism.

When a mobile node enters in a new BSS, after an idle
mode or after moving, it needs to synchronize itself with the
access point. To do so, the mobile node has two possibilities:
the passive scanning where it waits for a signalization frame
periodically sent by the access point, or the active scanning
where the mobile node sends a Probe Request frame to solicit
a Probe Response frame. Once the mobile node is synchro-
nized with the access point, it enters into an authentication
procedure. If the authentication is successful, the mobile node
starts an association process where the access point informs
the mobile node about the transmission parameters in the BSS
(e.g., the data rate and the transmission power). Once the as-

sociation completes, the mobile node can communicate via
the new access point. The roaming process also known as L2
handover is illustrated in figure 1.

When cover areas of different access points share a com-
mon cover zone, the mobile node can roam between the ac-
cess points. A mobile node associates itself with the access
point which offers the best signal or which has the minimum
load among the access points. The time needed to roam be-
tween two access points is evaluated in the following subsec-
tion.

2.3.2. Performance evaluation
In this subsection we present the measurements we obtained
with IEEE 802.11b. We used up to six mobile nodes and
two access points. First, we present the throughput we mea-
sured with respect to the number of users and the different raw
bandwidths with the basic mechanism of the DCF. Next, we
present the handover latency for an idle mobile node, a low-
transmitting mobile node and a fast-transmitting mobile node
for different raw bandwidths.

2.3.2.1. The useful bandwidth in IEEE 802.11b We con-
figure the access point to offer 1, 2, 5.5 and 11 Mb/s, re-
spectively. Then, for each raw bandwidth, we measured
the throughput per mobile node for an increasing number of
users. The results are presented in the figure 8 where each
curve represents the throughput for a given raw bandwidth in
Bytes.

For a single user, the observed throughput is much smaller
than the raw bandwidth: 682 KB/s for 11 Mb/s, 420 KB/s for
5.5 Mb/s, 182 KB/s for 2 Mb/s and 95.5 KB/s for 1 Mb/s. On
the other hand, the raw bandwidth usage is proportionally bet-
ter for the low rate: the ratio between the throughput and the
raw bandwidth increases when the raw bandwidth decreases.
This result is shown in table 1 where the ratio is calculated as
follows:

ratio = throughput × 8 × 1000

bandwidth
.

Figure 8. Achieved throughput per mobile node.



ANALYSIS AND EVALUATION OF MOBILE IPv6 HANDOVERS 649

Table 1
Ratio between the throughput and the raw bandwidth for a single user

Raw bandwidth 1 Mb/s 2 Mb/s 5.5 Mb/s 11 Mb/s
Ratio 0.496 0.610 0.728 0.764

Moreover, when the number of users increases, the through-
put per user strongly decreases: for 11 Mb/s, the throughput
is reduced from 682 KB/s down to 110.1 KB/s and for 1 MB/s
the throughput is reduced from 95.5 KB/s down to 16.7 KB/s.
Therefore from the above results, we can conclude that the
number of users is quite restricted per access point. We can
presume that from 30 active users on an access point, the
throughput on a mobile node is too limited to receive or trans-
mit multimedia traffic like video or voice over IP.

2.3.2.2. The IEEE 802.11b handover latency As explained
above, a mobile node can roam between adjacent access
points. We measured the handover latency in IEEE 802.11b,
i.e. the time needed for a mobile node to attach to a new ac-
cess point. The mobile node detects that it moves to a new
access point by the beacon sent by the access point. The bea-
con interval used in the tests is 100 ms, which is the default
in the specification [3]. The first set of tests considers a single
mobile node which roams between two access points with no
other mobile nodes connected to the same access point. The
results obtained with the four raw bandwidths are presented
in figure 9.

We notice on figure 9 that the handover latency is bounded
between 0.144 and 0.177 s whatever the bandwidth, and the
average handover latency is 0.158 s. The handover latency
is shorter for an idle node than for an active node for all the
raw bandwidths except for a bandwidth of 1 Mb/s. Moreover,
for all the raw bandwidths, the handover latency is shorter for
a low-transmitting mobile node than for a fast-transmitting
mobile node. Furthermore, the handover latency is longer for
low bandwidth than for high bandwidth: for 1 and 2 Mb/s, the

Figure 9. Handover latency in IEEE 802.11b for a single mobile node.

Figure 10. Handover latency in IEEE 802.11b for six users.

average handover latency is 0.165 s and it is equal to 0.152 s
for 5.5 and 11 Mb/s.

This handover latency has been measured in the optimal
case, where the user is alone. The curves in figure 10 repre-
sent the handover latency when there are five users in addition
to the roaming node.

The handover latency measured when there are six users
are much longer than the latency observed with a single user:
the average value is 5.511 s, the minimum is 1.490 s and the
maximum goes up to 8.729 s. This average handover latency
is more than 30 times greater than the one measured for a
single user. The handover latency is shorter for an idle node
whatever the raw bandwidth. On the contrary, the handover
latency of a low-transmitting node is longer than the handover
latency of a fast-transmitting node. For example, for 11 Mb/s,
the handover latency is 7.796 s for an idle node, 7.897 s for
a fast-transmitting node and 8.729 s for a low-transmitting
node. These handover latencies are very long and totally in-
compatible with real time multimedia applications.

As soon as the access point manages the communications
of several mobile nodes, the access to the channel is delayed.
If we increase the beacon interval, the mobile node will de-
tect the new access point earlier. However the beacons sent
use the throughput and this can delay the authentication and
association procedures.

3. MIPv6 and FMIPv6 evaluation

In this section, we compare the handover latency in MIPv6
with the handover latency in FMIPv6 over Wireless LAN
IEEE 802.11b. For MIPv6, we consider basic MIPv6 and the
forwarding from a Home Agent in the old subnet (see sec-
tion 1). For FMIPv6, we evaluate the Anticipated Handover
in two different cases and also determine the Tunnel-Based
Handover in a single case. We then show the variation of the
handover latency in FMIPv6 with different bandwidths.
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3.1. Hypothesis

In all the following tests, we determine the time during which
the mobile node cannot send or receive packets. We do not
focus on the number of lost packets, or on the time needed to
complete the different protocols, but we do rather concentrate
on the disruption time in the mobile node communications.
In all the cases, we use the L2 handover latency over IEEE
802.11b that we found in the second section and we do not
consider the time required for messages processing (e.g., the
time to process a Binding Update).

A critical issue in the mobility is to execute the duplicated
address detection (DAD) when the mobile node acquires a
new Care-of address. Performing DAD indeed generates too
much delays in the handover latency. Considering that the
probability of address duplication on the same link is ex-
tremely low, the mobile node could choose not to perform
DAD. Moreover, FMIPv6 allows the use of the old Care-of
address during the DAD execution to minimize the impact of
the DAD.

3.1.1. MIPv6
The handover latency in basic MIPv6 is the time needed to
detect that the new access point is on a new subnet, in addi-
tion to the round trip time to reach a correspondent. The way
it is defined in MIPv6 [5], the recommended Router Adver-
tisement interval is between 0.05 and 1.5 s. We then consider
three cases: an optimal case where the mobile node receives
the Router Advertisement immediately after the L2 connec-
tion, an average case where the mobile node receives it after
50 ms, and a worst case where the mobile node receives it af-
ter 1500 ms. This L3 handover latency must be added to the
L2 handover latency to derive the total disruption time.

In the forwarding case, where the mobile node requests a
Home Agent on its old link to forward all packets from and
to the mobile node, the handover latency is calculated like the
basic case except for the round trip time. The mobile node
only needs to send a BU to its old subnet instead of sending
it to a correspondent somewhere in the Internet. The three
detection cases (immediately after the L2 connection, with a
50 ms or 1500 ms delay) are also considered.

3.1.2. FMIPv6
All the results for FMIPv6 are based on stateless address con-
figuration. However, with stateful address configuration, if
the mobile node can remain in the old subnet during the time
the new AR performs DHCPv6 [1] for it, the disruption time
will be the same as in the case of stateless address configura-
tion.

We consider two cases in the Anticipated Handover for
FMIPv6. First, we evaluate the best case where the mobile
node has enough time to send the F-BU and the F-BACK
while it is still connected to the old AR. We also suppose that
the new AR detects the L2 connection of the mobile node
through the L2 triggers. Consequently, the new AR starts for-
warding the packets tunneled by the old AR. Second, we con-
sider the worst case where once the Anticipated Handover is

initiated, the mobile node disconnects from the old AR and
begins the L2 handover. The initiation is done by the trans-
mission of the Router Solicitation for Proxy in the mobile con-
trolled handover, or by the reception of an unsolicited Proxy
Router Advertisement in the network controlled handover.

In the Tunnel-Based Handover, the two AR establish a bi-
directional tunnel for the mobile node without any interaction
with it. We consider that the new AR receives a L2 trigger
when the mobile node begins its L2 handover (the first Probe
Request sent by the mobile node). During the time the mobile
node performs the L2 handover, the two AR set up the tunnel.

3.2. Comparison

First we are going to analyze the handover latency for
FMIPv6 and MIPv6 when the mobile node is the only node
within the access point cell. The results for a bandwidth of
11 Mb/s are presented in figure 11. In this figure, “Fw” means
the forwarding method of MIPv6, “BC-AH” and “WC-AH”
means the best and the worst case in Anticipated Handover,
and “T-BH” means Tunnel-Base Handover.

The handover latency measured for a single node is com-
prised between 151 ms for the Tunnel-Based Handover up to
1877 ms for the minimum value in the worst case in MIPv6
(figure 11(a)) and up to 3084 ms for the maximum value in
the same case (figure 11(b)). We can also see that the re-
sults obtained with FMIPv6 are always better than those ob-
tained with MIPv6. The handover latency in FMIPv6 is al-
ways around 160 ms whatever the localization of the corre-
spondent since the mobile node only deals with the local AR.
The forwarding method in MIPv6 is also constant whatever
the localization of the correspondent since the mobile node
does not send messages to it. In fact, the handover latency
when the mobile node immediately receives the new Router
Advertisement is similar to the worst case in the Anticipated
Handover. This is due to the fact that in the Anticipated Hand-
over, the mobile node needs to send a F-BU to the old AR
through the new AR before the old AR forwards packets. This
mode of operation is very close to the Forwarding MIPv6 al-
gorithm. But in Anticipated Handover, the mobile node has
a new valid Care-of address after the procedure, while in for-
warding MIPv6 the mobile node has not even started to ac-
quire a new Care-of address.

We can also notice that the minimum value observed in the
best case of MIPv6 for a national correspondent is close to
the handover latency observed in FMIPv6 (see figure 11(a)):
163 ms for MIPv6 compared to 152 ms. Actually, the min-
imum time to notify a national correspondent can be very
short, especially if the correspondent is within the same do-
main as the mobile node. This time can be close to the round
trip time between the old and the new AR. Nevertheless, han-
dover latency induced in MIPv6 increases with the distance
between the mobile node and its correspondent.

We only show these results for a single user because the
results with other bandwidths are similar.

In the next two figures (figures 12 and 13) we analyze the
variation of the handover latency in an average case where the
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(a) (b)

Figure 11. (a) Minimum and (b) maximum L3 handover latency for a single user at 11 Mb/s.

(a) (b)

Figure 12. (a) Minimum and (b) maximum L3 handover latency for six users at 1 Mb/s.

mobile node shares the available bandwidth with five other
nodes. The results for a bandwidth of 1 and 11 Mb/s are also
presented in figures 12 and 13.

First we can see an important difference in the handover
latency in comparison to the previous case. In figure 12(a),
the handover latency is comprised between 1723 ms for the
Tunnel-Based Handover (compared to 151 ms for a single
user) and 3517 ms for the worst case in MIPv6 (compared
to 1877 ms for a single user). The maximum handoff latency
is over 11600 ms for the maximum value in the worst case in
MIPv6 (figure 13(b)). This is due to the results we observed
in the IEEE 802.11b section. When several nodes share an
access point cell, the L2 handover latency is very important
and can reach up to 8 s. Furthermore, the time needed to send
a packet over the wireless interface is much more important
than when the mobile node is alone in the access point cell.

In this situation, the difference between the cases of
FMIPv6 becomes more important, especially when consid-
ering the maximum values (figures 12(b) and 13(b)). Once

more, this comes from the difficulty to have access to the
shared channel. Each message sent over the air causes a sig-
nificant delay in the handover latency. Therefore, the disrup-
tion time becomes more important with the number of pack-
ets sent over the wireless interface. For instance, for a band-
width of 1 Mb/s (see figure 12(b)), the handover latency takes
1723 ms in Tunnel-Based Handover, 4478 ms in the best case
of Anticipated Handover and 7244 ms in the worst case of
Anticipated Handover. This is due to the fact that the Tunnel-
Based Handover does not require the mobile node to send
packets, and the worst case of Anticipated Handover requires
more messages from the mobile node than from the best case.
In conclusion, the limitation of the mobile node interaction
in the protocol procedure optimizes the mobile node L3 han-
dovers.

However, the Tunnel-Based Handover defers the new
Care-of address creation and allocation while once the An-
ticipated Handover completes, the mobile node has a new
valid Care-of address. The handover latency in Tunnel-Based
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(a) (b)

Figure 13. (a) Minimum and (b) maximum L3 handover latency for six users at 11 Mb/s.

Handover is thus lower but requires network resources for the
forwarding.

Otherwise, we can still see that the handover latency in the
best case of the forwarding method in MIPv6 remains equiv-
alent to the latency in the worst case of the Anticipated Hand-
over (see figures 12 and 13).

Therefore, even with multiple users under the same access
point, the handover latency involved in FMIPv6 is shorter
than in MIPv6. However, the disruption times we found are
not suitable for real time applications, except when the user
is alone and uses FMIPv6. Moreover, if we realize these tests
over another wireless LAN which uses a separated control
channel, the L2 handover latency and the time to access the
channel will certainly be better (because the data frames do
not interact with the control channel). This will be the subject
of later studies.

3.3. The FMIPv6 handover latency

It can be interesting to evaluate in details the impact of the
bandwidth on the handover latency in FMIPv6 more. To be
more complete, we consider an average case in Anticipated
Handover where the mobile node managed to send the F-BU
before beginning the L2 handover but where it has not re-
ceived the F-BACK when it establishes the L2 connection
with the new AR.

We first compare the three cases of the Anticipated Hand-
over and the Tunnel-Based Handover for a single user accord-
ing to different bandwidths. The figure 14 represents the ob-
served L3 handover latency. The handover latency is com-
prised between 151 ms for the Tunnel-Based Handover up to
186 ms for the worst case of the Anticipated Handover. The
handover latency in Tunnel-Based Handover is always shorter
than the Anticipated Handover. Since the L2 handover latency
tends to reduce with the bandwidth increasing (see section 2),
the L3 handover latency also reduces when the bandwidth in-
creases. In all these cases, FMIPv6 gives good results because

Figure 14. L3 handover latency in FMIPv6 for a single user.

it does not introduce much more delay to the L2 handover la-
tency, even in the worst case.

Figure 15 shows the FMIPv6 handover latency for differ-
ent bandwidths, when the mobile node shares an access point
cell with five other wireless nodes. The results are totally dif-
ferent from the single mobile node case. First, the handover
latency increases with the bandwidth. This is due to the L2
handover we observed in IEEE 802.11b in section 2. Second,
the difference between the cases is more important: with a
bandwidth of 1 Mb/s, the handover latency in Tunnel-Based
Handover is 1723 ms while in the average case of the An-
ticipated Handover it is 7235 ms, i.e. almost four times in
addition. Already with six users, the access to the channel is
much deferred as we saw in the above comparison. However,
the differences between the cases decreases for higher band-
widths. For a bandwidth of 11 Mb/s, the difference between
the latency in Tunnel-Based Handover and the latency in the
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Figure 15. L3 handover latency in FMIPv6 for six users.

worst case of Anticipated Handover is 1047 ms. Future Wire-
less LAN specifications offering better bandwidth could still
reduce the impact of the channel access.

4. Conclusion

This paper aims to analyze and evaluate the L3 handover la-
tency over wireless LAN. We compared the handover latency
in Mobile IPv6 with the handover latency in the two methods
of Fast Mobile IPv6, namely the Anticipated Handover and
the Tunnel-Based Handover. To calculate the disruption time,
we used measures made over IEEE 802.11b.

The first observation we made was that the L2 handover la-
tency over IEEE 802.11b can be very important. When there
are several users connected to an access point, the L2 han-
dover strongly increases and the available throughput for a
mobile node becomes very restricted.

The comparison between MIPv6 and FMIPv6 showed us
that FMIPv6 offers shorter disruption times. However, the
optimal cases in MIPv6 are close to the times with FMIPv6.
Apart from the L2 limits, MIPv6 is restricted by the time
needed to detect the new network prefix, and by the localiza-
tion of the correspondents. Furthermore, we did not take into
account the time to perform DAD, which, if it is completed,
increases the disruption time.

Otherwise, in FMIPv6 we saw that the Tunnel-Based
Handover introduces less latency than the Anticipated Hand-
over, especially when there are several users connected to the
wireless access point. This is due to the fact that the mo-
bile node does not need to interact with the AR. With an im-
portant load of the access point, each message sent over the
wireless interface is greatly delayed. However, in the Tunnel-
Based Handover, the mobile node must continue to use its old

Care-of address while in the Anticipated Handover, the mo-
bile node has a new Care-of address.

The most of these results introduces unacceptable delays
for real time applications. In particular in FMIPv6, the prin-
cipal overhead is due to the L2 properties. It will be interest-
ing to realize the same tests over a different technology that
deploys a dedicated control channel to accelerate the control
messages transmission. In our future work, we plan to evalu-
ate more protocols to analyze problems like the “ping-pong”
effect and the handover between different access technolo-
gies.
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