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Abstract

IEEE 802.15.4-2006 represents a widely used standard for multihop Wireless Sensor
Networks. However, the standard exploits a tree structure in the MAC layer, which
may lead to network partitions even after a single link or node failure, i.e. the well
known single point of failure problem. Besides, the single path approach avoids the
routing protocol to select by itself a next hop based on its own criteria. Moreover,
transmissions must be appropriately scheduled in the IEEE 802.15.4 cluster-tree
to avoid collisions. In this paper, we propose to modify the cluster-tree structure
into a Cluster-Directed Acyclic Graph (DAG) to improve the robustness and the
topology redundancy at the MAC layer. We also present a simple greedy scheduling
algorithm integrated with the IEEE 802.15.4 MAC mechanisms. Simulations show
that the proposed mechanisms optimize the MAC layer for multihop topologies. In
particular, the routing protocol (e.g. RPL) is able to exploit efficiently the cluster-
DAG and to reduce the number of packet losses and the end-to-end delay. Last but
not least, the cluster-DAG structure leads globally to energy savings by reducing
the number of transmissions at the MAC layer.
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1 Introduction

The IEEE 802.15.4-2006 standard specifies the PHY and MAC layers for Low
Rate Wireless PAN (LR-WPAN) [1]. The standard aims at enabling low-cost
communications for Wireless Sensor and Actuator Networks. Among other
applications, it may be used in smart home environments for energy manage-
ment, air conditioning and security systems [15].

ieee 802.15.4 was initially designed mainly for single hop networks: the PAN
coordinator serves as a gateway to the Internet and is directly connected to
the end-devices. This star topology is particularly efficient to save energy:
only the PAN coordinator has to stay awake, and end-devices may turn off
their radio if they don’t have packets to transmit.

In multihop, the beacon-enabled mode of ieee 802.15.4 enables to save energy
by adopting a superframe structure. During the active part of the superframe,
a node has to stay awake to receive and transmit packets. Then, it switches
off its radio during the inactive part.

To limit the number of collisions, the active parts of interfering nodes should
not overlap. Thus, ieee 802.15.4-2006 proposes to create a tree structure
(cluster-tree), rooted at the PAN coordinator. All the nodes which accept to
forward packets from their children are designated as coordinators and consti-
tute the non-leaf nodes in the cluster-tree. The cluster-tree structure helps to
schedule accurately the active parts for each coordinator: a child stays awake
during the active part of its parent to transmit packets while it has its own
non overlapping active part for its own children.

However, the cluster-tree structure is prone to failures since a node forwards its
whole traffic to a selected coordinator. In the case of a link or a node failure,
network disconnection times can be potentially large and lead to extensive
packet drops due to limited buffer sizes. Moreover, recent proposals advocate
the use of multiple paths in wireless sensor networks to create stable routes [5]
and to improve security [26]. Clearly, the ieee 802.15.4 cluster-tree structure
cannot offer such features: only one single path toward the PAN coordinator
is available.

Because of the tree organization, beacons may be scheduled simultaneously.
The Beacon Only Period (BOP) proposed to schedule the beacons for interfer-
ing coordinators to avoid collisions [19]. Because data packets may also collide,
Villaverde et al. have proposed to schedule appropriately the active parts of
the superframes for all the coordinators [28].
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The IETF ROLL working group proposed the IPv6 Routing Protocol for Low
power and Lossy Networks (RPL) [30]. RPL is a Distance Vector routing
protocol that builds a DODAG (Destination Oriented Directed Acyclic Graph)
anchored at a border router (PAN coordinator) of a WSN. A node maintains
several parents to construct different routes toward the sink.

The goal of this paper is to investigate the possibility to enable the joint
operation of two emerging standards — RPL and IEEE 802.15.4. Our aim
is to create a MAC topology compliant with the RPL requirements: several
parents may be chosen to offer a minimum redundancy and diversity. Besides,
we aim also at limiting the number of collisions in the MAC layer to improve
the end-to-end performance. To reach this objective, we propose a simple
greedy algorithm to schedule appropriately both the beacons and the active
parts of the superframes.

We focus here on multihop wireless sensor networks where measures are col-
lected by a sink, with a convergecast traffic pattern, and where nodes and the
sink are static. However, topology changes may occur because of the radio link
instability. In the same way some nodes may also be inserted in the network
or may run out of energy. Consequently, we must construct a robust structure,
i.e. the network shouldn’t become disconnected because of one unique node
failure.

The contributions of this paper are fourfold:

(1) we propose to maintain a new cluster-Directed Acyclic Graph structure
at the MAC layer. Several parents are chosen to optimize both the ro-
bustness and the delay;

(2) we propose to increase the multihop network capacity by using the Beacon-
Only Period jointly with a proper superframes scheduling while band-
width waste is minimized;

(3) we present a simple and yet efficient localized scheduling scheme that
assigns collision-free slots in a self-stabilizing manner;

(4) we evaluate the performance of RPL executed above this modified ieee
802.15.4.

2 IEEE 802.15.4

ieee 802.15.4 proposes a PHY and MAC layer in low-rate wireless personal
area networks [1]. The devices can be classified according to their available re-
source and capabilities into Full-Function Devices (FFD) or Reduced-Function
Devices (RFD). The FFD fully participate to the network, relay frames, and
accept new nodes to associate with the network. On the contrary, RFD are
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Fig. 1. Superframe structure in ieee 802.15.4

very constrained nodes and constitute leaves: they sleep most of the time, and
they turn-on their radio just to receive and transmit their own frames. ieee
802.15.4 designates FFD as coordinators. Obviously, the direct transmission
between two RFD is impossible: packets must be forwarded through a FFD.

2.1 Medium Access

ieee 802.15.4 proposed two mutually exclusive modes: non-beacon and beacon-
enabled modes. Without beacons, all the nodes use a CSMA-CA approach to
transmit their frames. To enable very constrained nodes (RFD) to save en-
ergy, ieee 802.15.4 implements an indirect transmission mode: a node can-
not transmit its frames directly, it must wait a solicitation from the receiver.
Consequently, a FFD must stay awake since it may receive a request from a
neighbor at any time. In single hop topologies, all the nodes except the PAN
coordinator may be RFD to save energy. However, in multihop topologies, the
devices must forward the traffic. Consequently, they mud be FFD and cannot
at all sleep in the non-beacon mode.

In beacon-enabled mode, ieee 802.15.4 adopts the concept of superframes to
implement a low duty-cycle mode (Figure 1). Each coordinator periodically
sends a beacon including control information. During the active part of the
superframe, any child may transmit a packet to the coordinator. In multihop,
a node is both a child during the active part of its parent (uplink) and a
coordinator for its own active part (downlink).

Just after having received a beacon, children may start a transmission during
the Contention Access Period (CAP) using the slotted CSMA-CA. Children
may reserve during the CAP a Guaranteed TimeSlot (GTS), dedicated for
their periodic transmissions, at the end of the active part.

The active part of the superframe lasts for a Superframe Duration (SD),
while beacons are transmitted every Beacon Interval (BI). When the su-
perframe duration has finished, the coordinator may turn-off their radio to
save energy: children cannot transmit frames anymore. The Superframe Du-
ration (resp. Beacon Interval) are defined through the Beacon Order (resp.
Superframe Order) values, according to the following relation:
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SD = aBaseSuperFrameDuration ∗ 2SO (1)

BI = aBaseSuperFrameDuration ∗ 2BO (2)

By adjusting the BO and SO values, we can obtain a tradeoff between network
capacity and energy savings. For instance, a duty cycle of 1% can be obtained
if SO = BO−7 (2−7 < 1%). Dynamic solutions to adjust the duty-cycle ratio
exist in the literature for ieee 802.15.4 (e.g. [12])

The nodes turn-off their radio when they do not participate to any active
part. In the same way, children may also turn their radio off during backoffs,
waking up only for the CCA and for the transmission. A node is idle only
when it waits for a beacon, an acknowledgement or a data frame in the
indirect mode.

2.2 ieee 802.15.4 Topology

An IEEE 802.15.4 network contains a PAN coordinator and a set of devices
characterized by a limited transmission range and a limited quantity of energy.
The PAN coordinator serves as a WSN gateway to the Internet and as well,
as the primary controller of the network.

The ieee 802.15.4 working group has proposed to support three different
network topologies (Figure 2):

peer-to-peer: a node may communicate with any neighbor, the structure be-
ing decentralized. A routing protocol may enable multihop communication,
using P2P transmissions at the MAC layer;

star: the PAN coordinator (a designated FFD) is in the radio range of all
other nodes. A node forms a branch of the star and can communicate only
with the PAN coordinator. Single hop transmissions are in this case sufficient
for communication;

cluster-tree: presents a generalization of the star topology for multihop com-
munication, enabled at the MAC layer. The coordinators (FFDs) of different
clusters (stars) form a tree, rooted at the PAN coordinator. Traffic towards
or from the PAN coordinator is forwarded by the coordinators.

Except for the peer-to-peer topology where a node can communicate with
any neighbor, the star and cluster-tree topologies require from a node to be
associated with one coordinator before transmitting packets. ieee 802.15.4
implements a kind of topology control, where a node selects the neighbors
with which it will communicate (its parent and children in the cluster-tree).
A node needs to search for available coordinators by performing either active
or passive discovery:
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Fig. 2. Different topologies proposed in ieee 802.15.4

• Active scan: a node is required to explicitly transmit beacon-requests to
potential coordinators. The packets may collide with other data packets and
with beacons. Besides, the emitter is never sure that the neighboring coordi-
nators are awake, requiring to retransmit periodically the beacon-requests.
• Passive scan: a node scans through all available channels: it simply listens

for incoming beacons. When a beacon is received, the source is inserted in
the list of possible parents.

After having completed a discovery procedure, a node has a list of all available
coordinators, and thus, can initiate an association procedure to the selected
coordinator.

The association procedure requires a 6-way handshake: first, a node sends
an association-request during the CAP, acknowledged by the coordina-
tor. Afterwards, a node waits macResponseWaitTime before transmitting a
data-request. Finally, the coordinator replies with an ack followed by an
association-reply attributing a short address (16 bits) to the node. A node
completes the association by acknowledging the association-reply. The as-
sociation may use several superframes if SD < macResponseWaitTime.

Meng et al. [22] propose an optimized association scheme. A scan is stopped
as soon as one of the discovered PAN coordinators is estimated worthy to
associate with. The association scheme itself excludes the data-request prim-
itive and macResponseWaitTime to finally result in accelerated convergence
time by 90%. Karowski et al. [17] have proposed an interleaving heuristic to
discover on average more quickly new coordinators by using small BO val-
ues. Zigbee [31] proposes to couple the association procedure with an address
assignment scheme: addresses being hierarchical, routing is simplified.

A node becomes an orphan when it looses synchronization with its associated
parent i.e. when it misses 4 consecutive beacon frames. An orphan either re-
associates with the previous parent or tries to find a new one. It may stay
disconnected for a long time, especially when a node is running on a low duty-
cycle. The cluster-tree is not robust since a node has a single parent. A node
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must select a stable parent with a good link quality since it greatly impacts
performance.

Moreover, the standard does not specify what coordinator a node should
choose to associate with, just the way information is exchanged during the as-
sociation. The properties of a cluster-tree when a node associates with the first
available [9] and a random parent among those satisfying the link quality[10]
have been studied recently. Nevertheless, only few attention has been given
to determining the required characteristics of the cluster-tree and what algo-
rithms could obtain them. We will address this problem in the rest of this
paper.

Choosing the right neighbor is related to the topology control problem. A node
may select its neighbor to reduce its transmission power for broadcast [7] or to
deal with time varying links [21]. Our solution described below may integrate
any sophisticated depth metric to achieve such objectives.

2.3 Extension of ieee 802.15.4 for multihop WSN

For a node, the active part of its parent is designated as incoming and the ac-
tive part maintained by the node itself as outgoing. The standard suggests that
the active parts of one child and its parent are interspaced by StartT ime. If
the StartT ime value is constant, coordinators with the same depth start syn-
chronously their active part. Practically, beacons collide, making the protocol
inefficient.

There are two main approaches in the literature to reduce the number of
collisions. In the Beacon Only Period (BOP) solution, nodes implement a
TDMA approach to send their beacons: at the beginning of each active part
a few slots are dedicated to beacons [19]. While collisions are avoided during
the BOP, data frames may still collide in the second part since the data part
may overlap. Simulations showed that performance quickly degrades if hidden
terminals are frequent [4].

A second solution consists of using variable StartT ime: two nodes that have
the same parent should for instance not use the same StartT ime so that their
active parts do not overlap [2]. If we assume that all the nodes use the same BO
and SO values, finding the adequate StartT ime for all of them is equivalent
to scheduling the active parts with a TDMA approach. Villaverde et al. [28]
have experimentally proved that this approach leads to the best performance.

Koubaa et al. [19] proposed a centralized algorithm to schedule the active parts
with a variable superframe duration (which corresponds to a classical knapsack
problem). Muthukumaran et al. proposed a greedy distributed algorithm to
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algo beacons active periods algorithm Remark

ieee
802.15.4

none parent and child
inter-spaced by
StartTime

none both data and
beacon colli-
sions frequent

BOP TDMA
of beacon
slots

shared network
wide

distributed
(first free)

data collisions
remain

variable
StartTime

none TDMA of active
periods

centralized,
distributed
(first free)

efficient dis-
tributed algo-
rithm to be
proposed

Table 1
Comparison of techniques to reduce the number of collisions in ieee 802.15.4-2006

pick the first free slot [23]. This algorithm creates a burst of collisions when the
children of the same parent choose to start simultaneously their active parts.
Rhee et al [25] presented a distributed slot assignment for a TDMA MAC in
wireless sensor networks. The authors use a localized greedy algorithm to pick
a free slot for the transmission. We were inspired by this approach in assigning
slots in a distributed way.

Table 1 references the behavior of the different approaches to limit the number
of collisions with ieee 802.15.4-2006.

2.4 Routing on top of ieee 802.15.4

RPL [30] is the emerging standard for routing in Wireless Sensor Networks.
It creates a Destination Oriented-Directed Acyclic Graph (DODAG) rooted
at the sink (Fig. 3c). A Directed Acyclic Graph (DAG) [27] is an oriented
graph with no cycle. If we place the PAN coordinator as the root of this DAG,
we maintain several paths toward the PAN coordinator while forbidding any
routing loop.

Each node broadcasts a DIO (DAG Information Object) including its distance
to the root of the DAG according to a given metric (e.g hop count, link qual-
ity,delay, or jitter). Then, each node executes a distance vector algorithm to
find a set of neighbors closer to the root than itself: they become its parents.
RPL also proposes a mechanism for fast route repair when a transient loop is
detected.

While RPL has been implemented both in TinyOS and Contiki and thoroughly
evaluated [18], it is rarely executed over a low-duty cycle MAC. To the best
of our knowledge, RPL was not even evaluated when functioning with the
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Fig. 3. Topology control in a ieee 802.15.4/ RPL network

structure
type

nb. of par-
ents

metric type forwarding
choice

ieee 802.15.4 cluster-tree 1 none single associ-
ated parent
(static)

IETF RPL DODAG up to 3 hop, ETX,
delay, jitter

single pre-
ferred parent
(dynamic)

Table 2
Comparison of IEEE 802.15.4 and IETF RPL vis-a-vis topology control and for-
warding choice

beacon-enabled mode of ieee 802.15.4.

Recently, several routing approaches advocate the usage of multiple paths in
Wireless Sensor Networks. Villaverde et al. [29] proposed to select the best
route among a set of available paths to meet some QoS requirements for in-
dustrial applications.

3 Problem Statement

As introduced previously, ieee 802.15.4 proposes to construct a cluster-tree on
top of a radio topology (Fig. 3b). If we execute RPL over the beacon-enabled
mode of ieee 802.15.4, it must use the cluster-tree structure. Thus, RPL
cannot fully exploit the mesh radio topology: one single path exists toward
the PAN coordinator.

We rather propose to modify ieee 802.15.4 so that RPL can exploit a meshed
redundant topology, creating a proper DAG (Fig. 3c). We aim at modifying
the MAC layer so that each node maintains several parents.
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This multipath structure is vital to implement QoS routing: different routes
may present different routing metrics and would avoid maintaining several
separated DAG, thus, decreasing control traffic. Besides, the DAG structure
also improves robustness: the network should keep on functioning even if a
few radio links are broken. The original cluster-tree structure of ieee 802.15.4
does not guarantee such feature.

We propose to build and maintain a new cluster-Directed Acyclic Graph
(cluster-DAG) structure at the MAC layer. A node establishes a bidirectional
link by associating explicitly with several parents.

Since each node has to maintain its own superframe, we must also avoid beacon
collisions among coordinators and inside the data part of each superframe.
Thus, we propose to further improve the ieee 802.15.4 multihop operation. We
implement both a Beacon-Only Period and an efficient superframe scheduling
algorithm. By superframe scheduling, we mean scheduling the active parts of
the different nodes. We aim at avoiding beacon collisions while reducing the
bandwidth waste due to unused superframes. Extensive simulations confirm
the efficiency of this superframe organization.

4 New topological structure: cluster-DAG

We aim at running RPL on top of the ieee 802.15.4. The cluster-tree structure
imposes a single available route on RPL. We rather propose to construct a
cluster-Directed Acyclic Graph in the ieee 802.15.4 layer.

Let us consider Figure 4. Each vertex is labeled X(Y, Z), where X denotes the
node id. We can remark that in the DAG version, a node has several parents,
thus several routes toward the PAN coordinator (0) exist. We can remark that
the cluster-DAG structure permits to introduce more redundancy, even in a
such simple topology with a low node degree.

4.1 Multiple parent association

We chose to re-use the passive coordinator discovery procedure of ieee 802.15.4.
On the other side, the ieee 802.15.4 standard does not actually define how to
choose a parent.

We decide to use the beacon frames to piggyback the depth of the coordinator
in the sense of some metric. A depth may denote the hop distance from the
PAN coordinator. However, minimizing the hop distance leads to selecting of-
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Fig. 4. Illustration of the topology constructed by the ieee 802.15.4– original clus-
ter-tree and cluster-DAG version

Variable Definition

Passoc set of already associated parents

Pon−going set of already and on-going associated parents

depth(P ) depth of parent P in sense of some metric toward the PAN coor-
dinator)

metric(N,P ) metric associated to the link (N,P) (e.g. 1 if we consider number
of hops)

depth(N,P ) depth of node N when using the parent P
NB: depth(N,P ) = depth(P ) + metric(N,P )

∆ constant limiting the sub-optimality deviation

Table 3
Notation used for parent selection algorithm

ten bad radio links [11]. Thus, we chose rather to use the cumulative Expected
Transmission Count (ETX) to denote the depth.

To estimate the ETX, a Node N monitors each possible parent P : it counts
the number of beacons it receives from this parent, and from the periodicity,
interpolates the packet delivery ratio (PDR). We assume here the radio link is
symmetrical, and we consider ETX is equal to the inverse of the packet delivery
ratio from the parent to the node. Any other more sophisticated metric may
be used here to select the best parent.

Finally, a node engages the first association procedure with the parent offer-
ing the smallest depth. Instead of stopping the association, a node keeps on
searching and associating with new parents. Nodes stay awake and keep on
listening to incoming beacons to find alternative candidates.
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Let us consider node N receiving a beacon from node P . We will use the
notation described in Table 3. N applies the following rules when associating
with more parents:

selection based on depth: N is not yet associated with P , neither P is a
child of N . The depth of P is strictly inferior to the depth of all already
associated parents of N plus depth threshold ∆:

depth(N,P ) < minp∈Pon−going
(depth(N, p)) + ∆ (3)

N engages the association procedure and flags the parent P as on-going.
We compare the depth for both on-going and already terminated associa-
tions. In this way, we avoid associating with a new parent that will soon
become suboptimal when some other on-going association terminates.

disassociation: a node N is associated with parent P , but the depth of P is
superior to the depth of at least one associated parent plus ∆ threshold:

depth(N,P ) ≥ minp∈Passoc (depth(N, p)) + ∆ (4)

We consider only already associated parents to judge if an old parent
became suboptimal. Node N engages a dissociation with P .

Finally, we adopt an optimistic cumulative metric. A node announces a route
with the minimal cost to reach the sink. Node N piggybacks in its beacons

the minimal depth among already associated parents:

depth(N) = minp∈Passoc (depth(N, p)) (5)

To avoid the creation of loops, we must carefully choose ∆. To create a DAG,
∆ must be inferior to the minimal metric for a radio link. If we use either
ETX or the hop distance to measure the depth, the minimal metric for a link
is 1. Therefore, we fixed ∆ = 1 in the simulations.

4.2 Energy overhead due to multiple parents

In IEEE 802.15.4, a node consumes most of its energy as coordinator: it has
to stay awake during the whole active part (e.g. 61.44 ms for SO = 2).

A node following a superframe just requires to wake-up and to receive the
beacon. To deal with clock-drifts, a follower must reserve a guard time before
the expected beacon transmission. A typical clock drift is equal to 10 µs per
second [24] (10 ppm), and the beacon transmission lasts about 100 µs. Finally,
following a new parent costs a node 0.18% more energy. We consider that this
energy overhead could be neglected.
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4.3 The complexity of parent selection

Maintaining several parents increases the memory requirements only linearly
with the number of parents. Since a node saves a very limited number of infor-
mation about each parent 2 , we consider this memory constraint acceptable.

The parent selection rule is executed after a node receives a beacon. The
conditions are the same as the single parent case: we just replaced the strict
inequality by a non strict inequality, and insert the ∆ constant (eq. 3 & 4).
Thus the computational complexity remains unchanged.

5 Beacon / Superframe Collision Avoidance

Within the cluster-DAG structure, a node is able to associate with several
parents. However, we must carefully schedule the beacons and superframes
to avoid collisions. Else, we would increase the number of disassociations,
leading possibly to a network partition. If all nodes are synchronized, their
superframes may be scheduled without overlap. For the sake of simplicity, we
may interchangeably use the active part of the superframe and the superframe.

We adopt the following organization combining both the superframe schedul-
ing and Beacon-Only Periods (BOP) (cf. Fig. 5):

• a Beacon-Only-Period is reserved at the beginning of each superframe with
nbop−slot slots. When several coordinators interfere, they share the same
active part. However, at most one of them should have traffic to receive,
that is to say, an associated child.
• we implement a TDMA approach to organize the superframes. As mentioned

in the standard, the BO value must be uniform in the network. The number
of superframe slots (denoted nsf−slot) is equal to 2BO−SO. Each slot contains
the active part of a superframe.

Such a combined approach offers the following features:

(1) two beacons should not collide;
(2) a coordinator without children should not reserve much bandwidth for

its own use: no data packets are transmitted during its active part.

2 typically, a node must save for each parent its ieee 802.15.4 short address (2
bytes), depth (1 byte), and 2 flags (it has children, I am associated)
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5.1 Neighborhood discovery and maintenance

To avoid collisions, a coordinator must collect information about its neighbor-
hood. In particular, each node must maintain a list of interfering coordinators
with their chosen active and BOP slot. Therefore, a node creates hello pack-
ets containing the list of its (interfering) neighbors at most k hops away with
the following information:

• superframe slot (1 byte);
• BOP slot (4 bits);
• does this node has a child? (1 bit);
• depth (1 byte).

When a hello is received, the receiver updates its neighborhood table accord-
ingly. When a node detects a change in the neighborhood, a hello sequence

number is automatically incremented. In conclusion, each node maintains the
list of k-neighbors and the BOP / superframe slots they use.

Furthermore, each coordinator transmits in its beacons its current hello

sequence number (1 byte) so that each neighbor is able to detect a change
occurred.

Finally, an hello contains the list of its (k-1)-neighbors with, for each neigh-
bor:

• short address (2 bytes);
• depth in the cluster-DAG (1 byte);
• superframe slot (1 byte) and BOP slot (4 bits);
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On this basis, we implement two methods for the k-neighborhood discovery:

active discovery: after having received the beacon, a node may detect that
the hello sequence number of the source has changed since the last time.
A node will trigger a data-request during the Contention Access Period
to retrieve the new hello. The active method is recommended when a node
detects a new neighbor and needs immediately information about it.

passive discovery: whenever the hello sequence number changes, the co-
ordinator broadcasts the new hello after its next beacon. Thus, a node has
just to wait for this hello packet during the coordinator’s next superframe.
The passive method is efficient when a node already knows the previous
neighborhood table of a transmitter and has just to know when it changes.

Separating beacons and hellos solve several problems. First, we limit the
overhead when the neighborhood is stable: no additional information is pig-
gybacked in the beacons. Second, the beacon must entirely fit the BOP slot.
Dealing with large densities would consequently require reserving more band-
width for beacons and reducing the time dedicated to data exchanges. Third,
using the beacon avoids to adapt the hello period with solutions like the
trickle timer [20] or TAP [16].

5.2 Superframe slot assignment

A node must schedule its active part while avoiding collisions among both
beacons and data packets. We propose two distributed strategies.

5.2.1 Random assignment

As random strategies often perform efficiently in wireless multihop networks,
we propose a very naive and simple approach. A coordinator randomly selects
one superframe slot not used by any parent.

Let ncoord be the number of mutually interfering coordinators and nsf−slot be
the number of superframe slots. The probability that at least one collision
occurs is (the birthday problem):

1−
∏

i∈[1..ncoord−1]

(
1− i

nsf−slot

)
(6)

Since the number of interfering coordinators increases with the density, colli-
sions may quickly arise if (BO-SO) is too small (Fig. 6).
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Fig. 6. Impact of the number of slots and interfering coordinators on the superframe
collision probability

5.2.2 Greedy assignment

We also propose a greedy solution, assigning one superframe slot according to
the load extracted from the neighborhood table. A node N extracts all the
slots used by k-neighbors (interfering nodes) and applies the following rules:

(1) if several slots with no interfering coordinator exist, N randomly chooses
one of them;

(2) else, if all slots are occupied, a node N tries to avoid a collision with a
coordinator with children;
(a) if N has at least one child, it chooses a slot that does not belong to

a smaller ID coordinator with children. N also applies a conservative
strategy: if the previously selected slot is free, it will maintain it;

(b) Else, if N does not have children, N considers all the coordinators
with children and all smaller ID coordinators without children:
(i) N blacklists the superframe slots with more than nbop−slot par-

ticipants from the list 3

(ii) N sorts the remaining slots according to the number of coor-
dinators using it. The best-slots contain the lowest number of
coordinators.

(iii) N randomly chooses one of the best-slots. N should not apply
a conservative strategy: since it does not have children, it can
safely change its slot. Practically, randomization helps to accel-
erate the convergence. That is to say, other nodes are able to test
the same slot for their own usage, without creating collisions.

3 If a node has more than nbop−slot∗nsf−slot interfering coordinators, no superframe
with less than nbop−slot coordinators may exist. Such a scenario is unrealistic: a
scheduling solution without collision does not exist.
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In conclusion, a node chooses to limit the collisions with interfering coordi-
nators with children: they will surely have data packets to receive/transmit
during the CAP. Collisions with other coordinators are solved by using differ-
ent BOP slots. Besides, a node only considers interfering nodes with a smaller
ID to avoid deadlocks. Even if a node N initially chooses the same slot as an
interfering smaller ID coordinator, situation is perceived and corrected by N
with the reception of new hello.

A coordinator continuously executes previously stated rules at the beginning
of its superframe. If another slot should be used, a node engages the handoff
procedure as follows:

• the coordinator transmits a beacon as usually, but piggybacks its new su-
perframe slot;
• all children receive the beacon, update the superframe slot of their parent,

and turn-off their radio for the rest of the slot. They will wake-up only for
the next beacon of this coordinator.
• a node cannot associate with this coordinator (the current slot is not the

one announced in the beacon). A node just updates its neighborhood table.

We can note that this procedure is only important for the coordinators with
children. Others may change several times their slot without impact on the
cluster-DAG.

5.3 BOP slot assignment

After having selected the same superframe slot, several coordinators may still
interfere with each other. The Beacon-Only Period permits to solve this prob-
lem: the coordinators would only contend during the BOP and not during the
CAP. More precisely, when at most one of them has children, our combined
approach reduces the number of collisions, particularly frequent in presence of
hidden terminals.

Each coordinator constructs the list of BOP slots and the number of interfering
coordinators in each of them. It finally randomly chooses a free slot.

When a new BOP slot is selected, a coordinator must trigger a CCA be-
fore transmitting its own beacon. In this way, we avoid collisions among two
interfering coordinators choosing the same BOP slot in two consecutive su-
perframes.

A coordinator without children might change its BOP slot for different super-
frames. Nevertheless, we forbid selecting a BOP slot chosen by a coordinator
with children. In this way, we can detect collisions between coordinators with-
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out children. Practically, the number of coordinators in the same superframe
slot is low since it tries to minimize the number of coordinators per slot.

5.4 Self-Stabilization

An algorithm is self-stabilizing if it converges to a legal state in a finite number
of steps regardless of the initial state [13]. We denote by the legal state a
cluster-DAG in which no pair of interfering coordinators with children has the
same superframe slot and in which no pair of interfering coordinators selects
the same BOP and the superframe slot. In this case, we do not have any
beacon or data collision between different coordinators, but rather between
children participating to the same superframe of the same coordinator.

Clearly, the random assignment is not self-stabilizing: a pair of interfering
coordinators may select the same slot. The greedy approach is self-stabilizing:
when a conflict is detected, the coordinator with a larger ID will change its
decision.

More formally, we assume that a pair of interfering coordinator will detect
a collision. If the interfering range is large, we just have to increase the k-
neighborhood discovery: a coordinator considers that it interfers with any k-
neighbor. We would over-estimate interference, but a collision will be detected.
In our simulations, we have chosen k = 2.

If the collision occurs within a k-neighbor (k > 1), the intermediary nodes
would eventually exchange their neighborhood table. The pair of colliding
coordinators becomes immediately aware of this collision. Subsequently, the
coordinator without children or with a larger ID will change its slot choice.

Otherwise, the following illegal cases can occur between two 1-neighbors:

(1) a pair of coordinators with children has the same superframe slot and a
different BOP slot: each of them receives the beacon and a hello packet
from the other one. The coordinator with the largest ID will consequently
apply the algorithm (choosing another slot);

(2) a pair of coordinators shares the same superframe and BOP slots: beacons
and hellos collide, and the coordinators may be unaware of each other
since they do not have a common neighbor. In this case, neighbors cannot
associate with the coordinators due to the beacon collisions. Thus, the
coordinator that last selected this BOP slot will not have any children.
The coordinator without children will randomly select another BOP slot
removing the collision in the next superframe;

(3) more than nbop−slot coordinators are present in a superframe. At least
one BOP slot contains more than two coordinators creating beacons
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collisions. hellos are also lost similarly making the pair of coordinators
unaware of each other. However, coordinators without children randomly
change their BOP slot: they will receive the hellos during the next
superframes. Consequently, they will detect that the superframe slot has
too many coordinators and at least one of them will select another one.
Since we assume that we have a sufficient number of superframes and
BOP slots to avoid collisions between beacons (otherwise, the network
is not correctly configured), the problem will be solved.

In summary, at least one of the coordinators detects the illegal state and
changes its decision choosing a legal BOP/superframe slot. Finally, the system
converges to a legal state.

5.5 Complexity of BOP/superframe slot selection algorithm

The algorithm to select the superframe and BOP slots has to be executed once
every Superframe Duration (sd), at the beginning of the superframe slot.

The computational complexity of the superframe slot selection is linear with
the number of k-neighbors. More precisely, the algorithm consists in counting
the number of k-neighbors for each superframe slot. Let Nslots be the number
of slots and ∆k be the number of k-neighbors. The first step of the algorithm
tries to find an empty slot (O(Nslots)). If no empty slot is found, the algorithm
selects the slot with the smallest number of nodes. Since we have at most ∆k

non empty slots, the overall complexity is finally in O(∆k).

The BOP slot is selected by looking for an empty BOP slot in the k-neighborhood
table. Thus, its complexity is in O(∆k).

Finally, the memory requirements also increase for our algorithm, since we
must save a k-neighborhood table. For each neighbor, a node must save its
superframe (1 byte) and BOP slots (4 bits), its short address (2 bytes), its
distance in hops (4bits), and if it has children (1 bit). We consider this memory
size remains acceptable.

6 Exploiting the cluster-DAG structure

The original ieee 802.15.4 forwarding scheme exploits a single available par-
ent. It can lead to a single point of failure and potential packet drops due to
a disconnection. Also, forwarding the integrality of traffic to a single parent
can easily lead to congestion and performance degradation.
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On the other hand, the RPL forwarding scheme operates on a larger parent
set (up to 3 parents). Traffic is always forwarded to a preferred parent offer-
ing the best performance regarding a chosen metric. Whereas, the alternative
parents serve to replace the preferred parent in the case of unavailability or
performance degradation. The alternative parents render the DODAG struc-
ture more robust. Nevertheless, when the preferred parent is stable (the path
quality does not change), it is always used for forwarding.

As an alternative, we propose to further exploit the advantages of the cluster-
DAG. A node deploys an opportunistic anycast strategy: the node picks a
packet from its buffer regardless of the current parent. Such a straightforward
approach manages to distribute the traffic among more parents. Finally, it
may lead to performance improvements—increased PDR and decreased delay.

7 Performance evaluation

Radio range 30 m SO 2

Interference range 60 m BO 7

avg. nb. of neighbors 8 path loss 1.97

nb. nodes 60 standard deviation 2.0

Inter packet time 100s Pr(2m) -61.4dBm

BOP slots 4 depth metric ETX

Table 4
Default values used in the simulations

We have used WSNet, an event-driven simulator for large scale wireless sen-
sor networks ([14]) and the beacon-enabled mode of ieee 802.15.4 [3]. The
simulator has been already thoroughly evaluated [6].

We focus on static topologies of nodes with one sink, and with a convergecast
traffic pattern. To model radio links with variable radio link quality, we used
the path-loss shadowing model calibrated with the scenario FB6 (indoor real
deployment) [8].

The default simulation parameters are represented in Table 4. We have simu-
lated a duty-cycle between 1% (22−9) and 25% (22−4). We have plotted 95%
confidence intervals.

We have implemented 3 solutions for comparison:

(1) 802.15.4: the slots of one coordinator and its parent are consecutive;
(2) random strategy (Section 5.2.1);
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Fig. 7. Time until the last node associates with the cluster-DAG

(3) greedy scheduling (Section 5.2.2).

We simulate periodic convergecast traffic: a node generates one packet for the
PAN coordinator every Tinterpk. Each node maintains a FIFO (First In First
Out) buffer. A packet is pulled from the buffer when the node is in the idle state
during the CAP of the superframe of its parent. A node periodically removes
packets that exceeded their timeout (macTransactionPersistenceTime as
defined in the ieee 802.15.4 standard).

We have implemented two different routing strategies:

• unicast: a node forwards all its traffic to a single parent. If a node has several
parents, it selects always as next hop its preferred parent (parent with the
best depth metric);
• anycast: a node by default applies an opportunistic anycast forwarding (it

sends the packets to the first available parent).

We have measured the following metrics to evaluate the performance of the
network:

• packet delivery ratio: the ratio between the number of transmitted packets
and the number of received packets
• end-to-end delay: the time between the packet generation instant and its

reception by the PAN coordinator (i.e. the sink);
• BOP/superframe collision ratio: the ratio of coordinators that have an in-

terfering coordinator sending a beacon at the same instant;
• number of parents: the average number of parents for each node;
• association time: the time until the last node associates with the cluster-

DAG.
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7.1 Cluster-DAG properties

Then, we have measured the time until the last node becomes associated,
i.e. it has a valid parent and it gets a short 16 bits address (Fig. 7). The
number of nodes increases while maintaining the density constant. The asso-
ciation time increases slightly for the random and greedy strategies: the larger
network diameter means that the last node will wait longer to have an asso-
ciated neighbor. However, the association time for the ieee 802.15.4 strategy
increases: collisions quickly impact the convergence time.

Finally, we have measured the impact of the number of BOP slots on per-
formance (Fig. 8). We can remark that increasing the number of BOP slots
reduces the number of collisions (i.e. coordinators that use the same super-
frame and BOP slots). Thus, we use 4 BOP slots in the rest of the simulations.
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Fig. 10. Connectivity of the Cluster-DAG

7.2 Impact of multiple parents

We have first evaluated the structural properties of the cluster-DAG. We have
measured the real number of parents according to the number of maximum
parents a node is allowed to select (Fig. 9a). As expected, the redundancy
increases when the maximum number of parents is larger.

We have also measured the energy consumption (Fig. 9b). We can verify that
both random and greedy strategies consume almost the same amount of en-
ergy. Besides, having more parents does not really impact the energy con-
sumption. It actually seems that having more parents with the greedy strategy
reduces the energy consumption: balancing the load among efficient parents
may reduce the number of collisions.

Finally, we have measured the node (respectively, link) connectivity (Fig. 10).
We randomly remove one node (respectively, link) and verify if the cluster
DAG is still connected: a path exists to the PAN coordinator. We express the
connectivity as the number of nodes (respectively, links) that can be removed
before the disconnection. The value is averaged over 50 random sets of removed
nodes (respectively links). This connectivity metrics is related to the ability of
the network to cope with e.g. a node running out of energy or a variable radio
environment. Without a surprise, increasing the number of parents really
helps to improve connectivity. For example, with at most 3 parents, 15 links
or 14 nodes have to be removed to create a partition in the network. We may
also verify that the cluster-tree (number of parents = 1) is particularly weak:
because of the tree structure, any link is vital. Besides, only the leaves of the
cluster-tree can be removed without creating a partition.
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Fig. 11. Scalability of slot attribution algorithms

7.3 Scalability

We have also evaluated the scalability of the proposed scheme. We have ob-
served the impact of the increased number of nodes on performance.

We have first measured the packet delivery ratio – PDR (Fig. 11a). The PDR
decreases when more nodes are present: the global traffic also increases creat-
ing more collisions. Besides, the average route length also increases, decreasing
the probability that the packet reaches the destination. However, the greedy
strategy outperforms the others. While ieee 802.15.4 delivers only 30% of the
packets with 60 nodes, the random strategy delivers 55% of the packets and
the greedy strategy 85%.

We have also measured the delay (Fig. 11b). The delay for the original strategy
is lower, but mainly because most packets are dropped. For the other strate-
gies, the delay increases almost linearly with the number of nodes, which is a
quite good property.

7.4 Routing with RPL over a cluster-DAG

Finally, we investigated the impact of the forwarding scheme and underlying
topological structure on the routing performance. To isolate the impact of the
topology structure and the routing protocol, we verified that the scheduling
leads to a collision-free schedule.

We compare our 2 different routing scenarios (unicast and anycast) with the
following depth metrics used for topology construction:

min-hops : the depth uses the hop count to the PAN coordinator;
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ETX : the depth uses the cumulative ETX, estimated through the beacon
packet delivery ratio, as described in section 4.1.

We first measured the Packet Delivery Ratio and the end-to-end delay (Fig. 12
). Surprisingly, the differences between the different schemes are limited. Un-
burden with buffer size limitation, routing over the cluster-tree optimized for
hop count achieves the highest PDR. RPL anycast routing over a cluster-DAG
experiences a slightly lower PDR performance. It is due to the simultaneous
use of alternative parents of lower quality.

Nevertheless, the RPL anycast forwarding over a cluster-DAG shows its advan-
tages in terms of delay. Indeed, anycast distributes the load among different
parents: we reduce the probability that a single path forwards most of the
traffic. Thus, reducing the queue sizes often impacts positively the end-to-end
delay. In other words, we achieve the same reliability with a slightly lower
number of packets.

We also measured the routing energy (data packet) overhead. We express it in
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the average number of necessary packet retransmission to successfully deliver
a data packet to a sink (Fig. 13). Results are averaged over all successfully
delivered data packets.

We can observe in Fig. 13 that cluster-DAG structure outperforms a simple
cluster-tree in terms of energy overhead. A positive effect of maintaining up
to 3 parents in total can be seen in overall lower energy overhead. We avoid
congestion by distributing the data traffic among all available parents. How-
ever, we can notice that overhead increases slightly when RPL unicast is used
instead of RPL anycast over the cluster-DAG based on the hop metric. In
conclusion, a multi-path RPL anycast routing protocol incurs in total less
packet transmissions when used with cluster-DAG, leading to a lower energy
consumption at the end. With 160 nodes, a cluster-tree (min hops/unicast)
requires 20% more packets than a cluster-dag (min hops or ETX/anycast).

8 Conclusions and Perspectives

We have proposed to modify the topology of ieee 802.15.4 by adopting a Di-
rected Acyclic Graph structure. This cluster-DAG structure permits to create
alternative path to the root. In particular, a routing protocol like RPL is able
to exploit a redundant topology. We also provided simple greedy scheduling
algorithms to schedule the active parts of the superframes and the beacons,
adapted to this DAG structure. This solution avoids the collisions of both
beacons and data frames while limiting bandwidth waste.

Simulation results demonstrate the interest of this DAG structure to make
the network more robust: the suppression of a radio link and/or a node has a
smaller impact on the performance. Besides, we also proved that RPL is more
efficient on this cluster-DAG, to reduce the delay. The number of transmitted
packets is also lower, decreasing consequently the energy consumption since a
lower duty-cycle ratio may be used to forward the same amount of traffic.

In the future, we plan to evaluate experimentally our solution and measure its
scalability. We conjecture that our algorithm that reactively detects collisions
will be robust under complex interference patterns. We also plan to investigate
a closer integration of RPL and ieee 802.15.4. In particular, the metric used
to construct both the MAC and routing DODAG should be the same, else we
would obtain a suboptimal routing structure. Moreover, guaranteeing a certain
Quality of Service would require a close interaction between both layers, for the
queue management, the residual bandwidth evaluation, the load balancing.
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